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Introduction

A Microblogging activity is reshaping the way people
communicate

A Dominant NER approaches are either based on
linguistic grammar-based techniques or on
statistical models

A They are ill suited when it comes to Twitter data
[Gimpel et al., 2011, Ritter et al., 2011]



Introduction

A We propose a novel NER approach, called FS-NER
(Filter Stream Named Entity Recognition)

A FS-NER is characterized by the use of filters that
process Twitter messages

A We show that FS-NER performs 3% better than a
CRF-based baseline, besides being orders of
magnitude faster and much more practical



Named Entity Recognition

A Aims to recognize and extract determined
terms known as entity (e.g., person,
organization, location)

Gates was born In Seattle, Washington and
was the founder of Microsoft
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Twitter and it challenges

It is an online social networking service that allow users to
write and read text-based messages up to 140 characters

A Large volume of data

A Lack of formalism

A Language diversity

A Real-time nature

A Lack of contextualization
A Data stream orientation




Related Work

A Ritter et al., 2011

Considered technigues usually applied to traditional NER
and adapted them to Twitter

A Liuetal., 2011

Use the k-Nearest Neighbors algorithm and a CRF-based
approach for composing a semi-supervised system

A Lietal., 2012

Have proposed a two-step, unsupervised NER approach
targeted to Twitter data, called TWINER



Proposed Approach

Filter Stream Named Entity
Recognition (FS-NER)



Filter-Stream Named Entity Recogntion

A lets=<m;ym,Z XH 6S I &AGNBIY 2F YSaal
each m; in S is expressed by a pair (X,Y)

X =[xy, %= X Bnd E=[y, V.= X% asdumes one value of
{Beginning, Inside, Last, Outside, UnitToken}

While X is known in advance for all messages in S, the values for the
labels in Y are unknown and must be predicted

For example
aL f 23S b9 2=l x=lowe, X;ENEWH,=80RK],
[y,=Outside, y,=Outside, y,=Beginning, y,=Last]).



Filter-Stream Named Entity Recogntion

A Filter
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Filter-Stream Named Entity Recogntion

A Recognition

I Theset{l, }isused tochoose the most likely
label for the term x;

I Inisolation, filters may not capture specific
patterns that can be used for recognition

1
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Filter-Stream Named Entity Recogntion

A Recognition
1
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Filter Engineering

A Term

The term filter estimates the probability of a
certain term being an entity

Distribution P(Y; | X="“new”/F;) Distribution P(Y,| X="“Nashville”AF.)
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Filter Engineering

A Context

The context filter 1s able to capture unknown
entities

AppleM™ L 0 enditgor hoy?
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Filter Engineering

A Context

The context filter 1s able to capture unknown
entities

Apple fail should be a lesson for Microsoft
[ORG]
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Filter Engineering

A Affix

The affix filter uses the fragments of an
observation x; to infer If it Is an entity

Examples of affixes

-ville: Nashville, Knoxville, Jacksonville
-an (-ian): Italian, urban, African
-ese: Chinese, Congolese, Vietnamese
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A Dictionary

Filter Engineering

The dictionary filter uses a list of names of

correlated entities to infer whether the

observed term Is an entity

TRAINING
SET

4

DICTIONARY

TEST
SET
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Filter Engineering

A Noun

The noun filter only considers terms that have just
the first letter capitalized to infer if the observed
term is an entity

Capitalized Not capitalized
John bill
Apple new york

Nintendo microsoft
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FS-NER in Action: Example

Training Set

Tweet # Tweet
1 The beautiful and coveted New York continues to attract new tourists after the disaster
2 Meet the New York Club in Albany
3 Make sure to visit the coveted Albany
4 The beaches of New York are sealed for the arrival of tropical storm
5 The Seattle University opens new vacancies for researchers from Zurick
Test Set
Tweet # Tweet
1 The city of New york does not sleep
2 The beaches of Acapuco are the most wonderful attractions of Mexico
3 Make sure to visit the coveted Montreal
4 Meet the New York Hotel in newshine
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FS-NER in Action: Example

A Recognition model

M =

1
Z(}_) (P1(y1|X/\FT) + Pg(yi = ”X /\FT/\Fc) +P3(yi = l|X A Fp))



FS-NER in Action: Example

A Training

F F F
X, L X - X A
0, ©o B, 6, 0, 6,
New 0,50 0,50  coveted 1,00 0,00 0,41 0,59
York 0,67 0,33  New 0,50 0,50 _ -
Albany 1,00 0,00 in 1,00 0,00 - -
Zurick 1,00 0,00 from 1,00 0,00 - -
- - _ of 1,00 0,00 _ -
Term filter Context filter Noun filter
Considering only X, where > 0,00
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FS-NER in Action: Example

A Test

Results
Tweet # X, Filters Calculation (©)) = New Entity
| ]
1 The FN 1/1 x (0,00 + 0,00 + 0,41) 0,41 0,59
1 New FT, FCand FN 1/3 x(0,50+1,00+0,41) 0,64 0,36
1 york FT and FC 1/2 x (0,50 + 0,67 + 0,00) 0,59 0,41
2 The FN 1/1 x (0,00 + 0,00 + 0,41) 0,41 0,59
2 Acapuco FCand FN 1/2 x (0,00 + 1,00 + 0,41) 0,71 0,29 *
2 Mexico FCand FN 1/2 x (0,00 + 1,00 + 0,41) 0,71 0,29 *
3 Make FN 1/1x (0,00 + 0,00 +0,41) 0,41 0,59
3 Montreal FCand FN 1/2 x (0,00 + 1,00 + 0,41) 0,71 0,29 *
4 Meet FN 1/1x(0,00+0,00+0,41) 0,41 0,59
4 New FTand FN 1/2 x (0,50 + 0,00 + 0,41) 0,46 0,54
4 york FC 1/1 x (0,00 +0,50 + 0,00) 0,50 0,50
4 newshine FC 1/1 x (0,00 + 1,00 + 0,00) 1,00 0,00 *
Precision 0.88 Recall 1.00 F10.93



Experimental Evaluation

A Baseline
CRF-based approach from Sarawagi?

A Metrics
- NRC. _NRC.

NAA'  NES'

_ 2PR

F, =
P+R

1. Avaible at http://crf.sourceforge.net/



http://crf.sourceforge.net/

Experimental Evaluation

A Collections

AOW Tweets are related to soccer teams playing in
the Brazilian National League

Entities of interest: Player, Venue and Teams

2.000 Tweets; language Portuguese
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Experimental Evaluation

A Collections
AETZ Tweets were randomly crawled and are all in

English

Entities of interest: Company, Place and Person

2.400 Tweets; language English
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Experimental Evaluation

A Collections

AWT Tweets semi-manually labeled and supplied by
the WePS3 task 2

Entity of interest: Organization

~44.000 Tweets; language English, Spanish, Japanese, ...
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Performance Analysis

A Analysis Individual Filters

| Entity Type | Filter |

Precision

Reecall

Fy

| Entity Type | Filter |

Precision

Recall

Fy

Player

0.8914+£0.05

0.6187+0.10

0.727610.08

0.9470£0.05

0.2517X10.06

0.39411£0.08

0.7990£0.09

0.427410.06

0.5539L£0.05

0.0965+£0.01

0.9201+0.04

0.1743£0.02

0.3028£0.05

0.7950+0.05

0.4373X£0.06

Clompany

0.6908+£0.10

0.3796+£0.12

0.4524+0.11

0.7200=+£0.11

0.17T850.07

0.28050.08

0.0000=£0.00)

0.0000==0.00

0.0000=0.00

0.0415=£0.01

0.63530.10

0.0777=0.02

.00 =000

000000000

0L 00000 O

Venue

0.85264+0.07

0.6693£0.08

0.74494+0.03

0.909210.05

0.405820.03

0.56020.03

0.91660.01

0.45810.10

0.6050=0.10

0.0421+0.01

077232007

0.079850.02

0.0000 20,00

0.0000=0.00

0.0000=0.00

Place

0.6965£0.05

0.2499+0.08

0.36180.09

0.7503+0.22

0.1018E£0.06

0.17T61+0.09

0.9444+0.08

0.0775£0.03

0.1419£0.05

0.0440£0.01

0.6466E0.05

0.0523£0.01

0.0000£0.00

0.0000+£0.00

0.0000£0.00

Teamn

0.87694+0.01

0.8406£0.03

0.8580+£0.01

(.9389+0.01

03317 +0.03

(1. 45896-10.03

(LB15T0.03

0.4431+0.03

(.573620.02

(.3610+0.01

0.9049+0.02

(.5160+£0.02

0.57870.03

06034 20.02

0.5907+£0.02

Person

0.2089+0.08

0.3161+£0.01

0.4539+£0.02

0.9246+£0.03

0.1180+£0.03

0.2083£0.04

0.0000=£0.00

0.0000+£0.00

0.0000£0.00

0.09558+£0.02

0.7903+£0.02

0.1705£0.03

0.3015+£0.03

0.747T8+£0.04

0.4281+£0.03

0.7690£0.01

0.7503£0.01

0.759540.01

0.774210.01

0.3109X£0.00

0.4436+0.00

0.4000£0.49

0.000220.00

0.0003£0.00

0.1444£0.01

0.6591£0.00

0.23681£0.01

0.0000£0.00

0.0000£0.00

0.0000£0.00
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Performance Analysis

A Analysis Individual Filters

AThe best precise filters
Term, context and dictionary

A The best recall filters
Affix and noun

28



Performance Analysis

A Analysis of Specific Filter Combinations
Recognition centered on the term filter (TRM)

—-FT—HFc—-‘FN—




Performance Analysis

A Analysis of Specific Filter Combinations
Recognition centered on the term filter with
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Performance Analysis

A Analysis of Specific Filter Combinations
Recognition centered on the noun filter (NON)
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Performance Analysis

A Analysis of Specific Filter Combinations
Recognition centered on the context filter (CTX)
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Performance Analysis

A Analysis of Specific Filter Combinations

Entity Type I

Filter Combinations

Fi1(TRM) | F1(GTRM) | F,(NON) | F,(CTX)
Player 0,73+£0,09 | 0,76+0,06 | 0,71+0,06 | 0,3940,08
Venue 0,79+0,06 | 0,75+0,04 | 0,69+0,09 | 0,56+0,03
Team 0,86+0,01 | 0,86+0,01 | 0,68+0,02 | 0,494+0,03
Company | 0,504+0,10 [ 0,4940,09 | 0,32+0,08 | 0,2840,08
Place 0,37+0,08 | 0,43+0,07 | 0,31%+0,06 | 0,184+0,09
Person 0,46+0,02 | 0,62+0,02 | 0,60+0,02 | 0,2140,04
Org 0,79+0,01 | 0,77+£0,01 | 0,63+0,01 | 0,4440,01
Average 0,64 0,67 0,56 0,36
Std. Dev. 0,19 0,16 0,17 0,14




Performance Analysis

A Comparison with CRF-based approaches

Entity Type| RCME | FS-NER | SCRF(2) |Diff.| t p-value
Player - 0.76x0.06(0.74+0.06{ 0.02|1.33 0.25
Venue - 0.7540.04(0.75x0.04| 0.00 |-0.04 0.97
Team - 0.86x0.01|0.86x0.01{0.00 [ 0.43 0.69

Company [0.5840.07(0.4940.09(0.5040.10{-0.01|-1.76 0.15
Place 0.73x£0.05({0.43x0.07]0.3840.11|0.05(2.06 0.11
Person 0.78+0.04(0.6210.02|0.46x0.04(0.16 | 6.65 0.00
Org - 0.77x£0.01|0.75+£0.01{0.02 | 5.71 0.01
Average 0.69 0.67 0.63 0.03| - -
St. Dev. 0.10 0.15 0.18 0.06| - -

S94




Performance Analysis

A Runtime Comparison

21.33
19.33
17.33
15.33

‘g 13.33

F 11.33

5 933

7.33
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1.33

=1 |—* SCRF Standard

— |-#- FS-NER

- SCRF Features ke Fiters
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2 4 7 g 11 13 15 18 20 22
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Conclusion

A We have introduced FS-NER (Filter-Stream
Named Entity Recognition)

A The proposed approach is based on a efficient
structure composed of lightweight filters

A We show that FS-NER performs 3% better than a
CRF-based baseline, besides being orders of
magnitude faster and much more practical



Future Work

A Alleviate the dependence on manually
annotated data

A Automate the process of filter combination

A Identify other application environments in
which FS-NER is suitable
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